
attorney advertisement
Copyright © Cooley LLP, 3175 Hanover Street, Palo Alto, CA 94304. The content of this packet is an introduction to 

Cooley LLP’s capabilities and is not intended, by itself, to provide legal advice or create an attorney-client relationship. 
Prior results do not guarantee future outcome. 

The Data Evolution: Data Privacy 
and Cybersecurity in the AI Era



Speakers

Mary Ann Le Fort
Chief Privacy Officer

Priceline.com LLC
Norwalk, CT

maryann.lefort@priceline.com

Michael Egan
Partner

Cooley LLP
Washington, DC

megan@cooley.com

Liza Cotter
Associate

Cooley LLP
Boston, MA

ecotter@cooley.com



Disclaimer

These materials are intended as an introduction to the subject matter covered in 
the presentation. The presentation and the materials contained herein do not 
attempt to provide legal advice for any particular situation. Each situation must 
be analyzed individually in light of all of the surrounding facts and 
circumstances. Because of the complexity of the legal issues related to the 
subject matter hereof, it is critical that counsel be involved. These materials are 
provided for educational and discussion purposes only and are not to be copied, 
used or distributed outside of this seminar without the express written consent 
of Cooley LLP. 



Agenda overview

“Photograph of a man in a suit standing on a 
sandy beach. He is facing the ocean, and only 
his back is visible. The tide has receded 
hundreds of yards. In the distance a large 
tsunami is approaching.” – via Midjourney

… and via Runway Gen-2

• Industry developments

• Core privacy/cyber risks

• Consequences

• Risk mitigation



Checking the pulse of the AI 
revolution



Where we were a year ago…



Where we were a year ago… (cont’d)

“Oil painting representing the 
societal impact of Generative AI.” 
– via DALL·E

“Detailed, high resolution 
photograph of an elephant in a 
kayak on the high seas.” – via 
Stable Diffusion

“A photograph of an adorable 
English Bulldog puppy wearing a 
raincoat.” – via Midjourney

“Photograph of an elderly British 
nature documentary narrator.” – 
via DALL-E

@unreal_Keanu (TikTok)






What’s happened since…



Privacy risks



• More laws on national and global level
• Comprehensive US state consumer privacy laws

• Omnibus foreign privacy laws (e.g., EU/UK GDPR, China’s PIPL, Brazil’s LGPD)

• AI-specific laws (e.g., EU AI Act, Colorado’s AI Act)

• Other sector-/data-specific laws (e.g., Illinois’s Biometric Information Privacy Act, children’s data privacy laws, 
health data privacy laws, etc.)

• Broad understanding of “personal information” or “personal data” 
• Definitions vary but essentially any data that relates to an identified or identifiable person

• More advanced processing techniques (AI/ML)

• More enforcement/litigation

SPOILER ALERT: It’s much harder for companies to process personal information, and privacy laws are 
cutting to the core of some business models

Complex tapestry of privacy laws



• Privacy laws in the US and abroad 
provide individuals with certain rights 
with respect to their personal 
information

• E.g.: access, deletion, correction, opt-
out of certain automated decision-
making/profiling, opt-out of 
sales/targeted advertising, etc.

• It may be difficult to fully comply with 
these rights where personal information 
is used to train AI

• For example, can AI forget?

• Training alternatives?

Training data

This Photo by Unknown Author is licensed under CC BY-SA-NC

https://technofaq.org/posts/2018/01/the-role-of-big-data-in-strengthening-machine-learning-projects/
https://creativecommons.org/licenses/by-nc-sa/3.0/


• Automated decision-making technologies 
(ADMT) are regulated by a growing body of 
laws.

• Increasing number of laws aimed at preventing 
algorithmic biases/discrimination

• Laws requiring risk assessments and 
imposing other obligations prior to 
deployment of ADMT used in connection 
with making consequential decisions or 
profiling

• Laws providing opt-in/opt-out rights

• Antidiscrimination laws

High-risk ADMT/biased AI

https://www.enterpriseai.news/wp-content/uploads/2022/01/autonomous-
decision-making-AI-shutterstock-1987947446_700x.png



• Risk mitigation measures
• Maintain records of processing mapping all data processing activities and the data types involved and 

identifying any processing that involves automated decision-making

• Perform data protection and other risk assessments prior to deploying higher-risk AI solutions
• This is particularly true with respect to data processing activities that present a heightened risk of harm to 

consumers (e.g., where processing sensitive personal information or where engaged in automated decision-
making or profiling that presents a risk of unfair or deceptive treatment, financial or physical harm, or other 
substantial injury)

• Include: (i) the potential impacts on individuals, (ii) the legal bases under the GDPR (if any are available) on 
which the company may rely to engage in the processing, and (iii) how the company will obtain required 
consents and/or offer required opt-outs (including alternatives, such as human review, the company will offer 
should an individual not consent to the automated processing)

• Conduct bias audits pre- and post-deployment of AI solutions
• Consider all types of biases (e.g., training data biases, biases in algorithmic design/development, 

biased output/outcomes)
• Remember that real world data has baked in biases

High-risk ADMT/biased AI (cont’d)



Biometric data

• No universal definition
• Definition under Illinois’s BIPA ---->

• Generally understood to mean data capturing a 
person’s unique physical characteristics used for 
automated recognition or identification

• Commonly regulated types of biometric data 
include:
• Retinal scans
• Iris scans
• Fingerprints
• Voiceprints
• Scans of facial geometry

• With growth of AI capabilities, what may be 
considered biometric data is being tested/expanded



Litigation/enforcement actions

• Common claims (not exhaustive)
• Wiretapping/eavesdropping 
• Privacy tort claims (e.g., invasion of privacy and intrusion 

upon seclusion)
• Negligence
• Property – allegations that individuals have property 

rights in content they post online
• Consumer protection laws – alleged unfair/deceptive 

conduct
• Claims under biometric privacy laws

• Algorithmic disgorgement
• FTC trend in recent enforcement actions toward requiring 

companies that have trained on data obtained in violation 
of privacy and consumer protection laws to delete not 
only the underlying data but all algorithms/models trained 
on such data 
• See, e.g., In re Everalbum, In re Flo Health, In re Rite 

Aid Corp.



Cyber risks



AI and cybersecurity

• Data leaks/breaches
• Could occur when data used to train is leaked to third 

parties, whether through intentional/malicious or 
inadvertent prompting of the model

• Model/data poisoning
• Injecting training data with poisoned/inaccurate data or 

incorrect labels to cause the model to learn the wrong 
information

• Code vulnerabilities
• Deepfakes
• Hackers using generative AI tools to improve the 

sophistication of attacks
• E.g., “ChatGPT: create a phishing email”

This Photo by Unknown Author is licensed under CC BY



AI and cybersecurity



AI cyber risk mitigation

• Use hosted/walled-garden models

• Diligence third-party providers

• Red teaming 

• Use open source with caution

• Employee training

• Regularly check training data labels for accuracy

• Fight AI with AI



SEC cyber disclosure requirements

Disclosure item SEC form(s) Summary of disclosures

Material cybersecurity 
incidents

8-K • Disclose material cybersecurity incident within four business days of 
determining materiality (subject to narrow national security and public safety 
delay exception)

• Describe the material aspects of the incident’s (i) nature, scope and timing; 
and (ii) impact, or reasonably likely impact, on the company, including its 
financial condition and results of operations

Risk management and 
strategy

10-K • Describe processes for the assessment, identification and management of 
material risks from cybersecurity threats

• Describe whether any risks from cybersecurity threats, including as a result 
of any previous cybersecurity incidents, have materially affected, or are 
reasonably likely to materially affect, the company’s business strategy, 
results of operations or financial condition

Governance 10-K • Describe management’s role in assessing and managing material risks from 
cybersecurity threats

• Board’s oversight of risks from cybersecurity threats



Key terms

• “Cybersecurity incident”: an unauthorized occurrence, or a series of related unauthorized 
occurrences, on or conducted through a company’s information systems that jeopardizes the 
confidentiality, integrity or availability of a company’s information systems or any information residing 
therein
• “Paper breaches”

• Accidental/inadvertent disclosures

• Unexploited vulnerabilities?

• “Material”: substantial likelihood that a reasonable investor would consider information important in 
making an investment decision or if the information would have significantly altered the "total mix" of 
information made available
• SEC 2011 and 2018 cyber guidance discusses materiality for purposes of financial reporting

• “Cybersecurity threat”: any potential unauthorized occurrence on or conducted through a company’s 
information systems that may result in adverse effects on the confidentiality, integrity or availability of a 
company’s information systems or any information residing therein



Q&A with Mary Ann Le Fort
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