VENDOR
DUE DILIGENCE QUESTIONNAIRE 

The purpose of this questionnaire is to gather information on the development and use of the AI System (defined below) in products, platforms and services (“Supplier AI Products and Services”) that a third-party vendor proposes to provide _______________ (“Customer”). This questionnaire will also provide Customer with a risk assessment of the Supplier AI Products and Services and proposed use cases in order to determine the appropriate and requisite terms that the Customer must include in its legal agreement with the Supplier[footnoteRef:2].  [2:  NTD:  This questionnaire is intended to supplement, and not replace, Customer’s standard vendor procurement process.] 


This questionnaire shall be completed by the AI System Owner in cooperation with the vendor. Once finalized, please send this questionnaire to [insert mailbox]. Your use case will be reviewed and assessed by the Customer’s Corporate AI Legal Risk Committee. You will be notified about the outcome within [xxx] business days.

	DEFINED TERMS

	Term
	Definition 

	“AI Components”
	The components or parts of the Supplier AI Products and Services that use or incorporate AI System.

	“AI System”
	A machine-based system designed to operate with varying levels of autonomy (including solving problems and performing tasks), that may exhibit adaptiveness after deployment and that, for explicit or implicit objectives, infers, from the Input it receives, how to generate Outputs such as predictions, content, recommendations, or decisions that can influence physical or virtual environments. For clarity, AI Systems include any software or other technology that involves the use of software algorithms, neural networks, or models to analyze input data, learn from that data, and then make decisions or predictions based on that learning, including without limitation technology related to (a) machine learning and natural language processing, (b) optimization, preparation, or other processing of input data text, images, video, code, and sound for learning or training purposes, (c) generating output data using decision or prediction processes, (d) image recognition, voice assistants or voice transformation, chatbots, recommendation engines, and fraud detection systems, (e) big data storage and processing tools, deep learning frameworks, data annotation tools, neural networks (including feedforward neural networks, recurrent neural networks, convolutional neural networks, and deep neural networks), rule-based systems, decision trees, support vector machines, Bayesian networks, and genetic algorithms, (f) statistical learning algorithms of any type, or (g) applications that do any of the foregoing.


	“Customer Data”
	The data, owned, licensed, sourced or otherwise processed by or on behalf of Customer and used with the AI System. Customer Data includes, without limitation: materials, records and information, both paper and electronic, relating to or associated with Customer’s products, business or activities, including but not limited to financial information; data or statements; personal data; trade secrets; product research and development; existing and future product designs and performance specifications; marketing plans or techniques; schematics; Customer lists; computer programs; and processes. Customer Data may include confidential information received from a client, business partner, or non-Customer entity.

	“Input”
	A query, prompt, request or other information, content or material submitted to an AI System for the purpose of generating an Output.

	“Output”
	Any data, text, content, sound, videos, software code, image, material, information, communication, or other  outcome, action or result generated from use of AI System.

	“Pre-Training Data”
	The data used to develop and train AI System prior to Customer’s use of the AI System with Customer Data.

	“Trained Customer Model”
	 AI System created, developed, fine-tuned, trained, validated, tested, or improved using, processing or based on Customer Data, Inputs or Outputs and includes any retrieval or contextual mechanism, model, engine, or process to augment the generation process of an AI System.





	Submitter’s name, title and email:
	


	Responsible SBG/SBU:

Which business is sponsoring this AI System?

	


	AI System Owner:


	





	Supplier Name
	Customer Use Case Owner

	
	

	Is the Supplier, a service provider or a partner?
	☐  Service Provider
☐  Partner




	PRELIMINARY 

	Question
	Yes/No
	Explanatory Comments 

	For the Supplier AI Products and Services, please provide an overview of the high-level architecture of the Supplier AI Products and Services and specifically outline how and at which point of the Service and/or Product is the AI System used to provide the final Outputs (e.g., is the AI System only 1% of the Output or is it integral to the core product or service) of the Supplier AI Products and Services.
	
	

	· Provide a description of the use case unless already set forth in an AI Use Case Intake and Assessment Form: [please describe the use case]
	
	



	PART 1:  RISK ASSESSMENT BY USE CASE

	Key Points and Objectives: 
· Analyze the use case of the proposed Supplier AI Products and Services to determine the applicable terms and conditions to apply. 

	Section A: Overview 

	#
	Question
	Yes/No
	Assessment 

	1. 
	Do the Supplier AI Products and Services involve Supplier’s use of AI System (i) solely for its back office or general operations without the use of any Customer Data, or (ii) not include the  production of any Output delivered or provided to Customer as part of a good, service or work product?  

Examples of minimal risk use cases include:  spam filters; generating blank forms or templates; initial background research on publicly known topics; translation of publicly available documents; proofreading or initial creative ideation (without inputting Customer sensitive information).
	
	If yes to both parts (i) and (ii) of the question, proceed to Section B.

If no to either part (i) or (ii), proceed to Question # 2 in this Section A. 

	2. 
	Do the Supplier AI Products and Services include (i) the purchase, design, development (e.g., custom model development/training, fine-tuning) and/or deployment of AI System for or on behalf Customer or (ii) use of Customer Data with AI System in the connection with the provision of goods, services or work product.
	
	If yes to either part (i) or (ii), proceed to Section C. 

If no to both parts (i) and (ii), please proceed to Section B.

	Section B: Minimal Risk Use Case

	· The use case for the Supplier AI Products and Services presents a minimal risk to Customer. 
· The following terms and conditions should apply: [Insert/Link to Minimal Risk T&Cs]

	Section C: Limited, High and Unacceptable Risk  



	#
	Questions
	Yes/No
	Assessment 

	1. 
	Do the AI Components present transparency risks to Customer, its employees, or its clients and partners (as detailed in the examples below)? 

AND

Will the AI Components be used for one of the following purposes?
a) To store, retain, save, collect, combine or otherwise process Customer Data, materials or Outputs for the purpose of training the AI Components for the benefit of persons/entities other than Customer (e.g. improvement of vendor’s products or services); or
b) To train the AI Components using Customer Data and materials solely for the benefit of Customer (i.e., Customer’s website chat feature).

Examples of relevant use cases include: generating articles, videos, chat interactions, or audio that could mislead receiving audience about whether they are interacting with AI or AI-generated content. This does not include chatbots.
	
	If response to either question is “yes”, proceed to Question 5 in this Section C.

If response to each question is “no”, proceed to Question 2 in this Section C.


	2. 
	Will the AI Components be used for one of the following purposes?
1. To make predictions, recommendations, decisions, or other Outputs that could or actually have an impact in setting Customer’s commercial conditions, like pricing or price architecture;
2. To operate, facilitate, perform, or engage in an activity, process, business, or function that is regulated by applicable laws, regulations or governmental authorities or agencies; or
3. To process personal data.

Examples of relevant use cases include:  consumer/external-facing chatbots [which category are internal chatbots?]; product safety components; use of biometric data; matching key words or traits to job candidates; creating internal documents using confidential or restricted information; developing proprietary code or other content that may need to be protected with IP rights. 
	
	If response to any of these questions is “yes”, proceed to Question 6 in this Section C. 

If response to each question is “no”, proceed to Question 3 in this Section C.



	3. 
	Will the AI Components be used for one of the following purposes?
1. To make predictions, recommendations, decisions, or other Outputs that could or actually have an effect on the access of an individual to employment or in any manner that could affect an individual’s rights under applicable laws or regulations; or
2. To generate or produce any of the results that could: (i) lead or cause bias or discrimination (e.g., hiring decisions by Human Resources); or (ii) lead to errors, omissions, or other risks that have the potential to impact safety, fundamental rights of natural persons or affect the safety of tangible or physical property.

Examples of relevant uses cases include:  any use that generates deceptive, offensive, discriminatory, or illegal content; uses that infringe on the intellectual property or data rights of others; use for emotion recognition in the workplace or inbound and outbound customer calls; use for social scoring by public authorities; use or creation of biometrics without consent and gathered through untargeted scraping; automated decisions that impact the fundamental rights of individuals.
	
	If response to any of these questions is “yes”, proceed to Question 7 in this Section C. 

If response to each question is “no”, proceed to Question 4 in this Section C.


	4. 
	If the proposed use case is not described in any of the questions or examples above, please include a detailed description of the proposed use case.  Customer’s Corporate AI Legal Risk Committee will separately assess the use case.  Please complete the remainder of the questionnaire – Part 2.

	5. 
	· Description of the use case: [please describe the use case]
· The use case for the Supplier AI Products and Services presents a limited risk to Customer. 
· The following terms and conditions must be used: [Insert/Link to Limited Risk T&Cs]

	6. 
	· Description of the use case: [please describe the use case]
· The use case for the Supplier AI Products and Services presents a high risk to Customer. 
· The following terms and conditions must be used: [Insert/Link to High Risk T&Cs]

	7. 
	· Description of the use case: [please describe the use case]
· The use case presents an unacceptable risk to Customer and the Supplier AI Products and Services may not be used by Customer.  There is no need to complete the remainder of the questionnaire.  [You may not proceed with your project or appeal this decision. / You may appeal to this decision by sending a detailed justification of why you think the use case does not fall within the prohibited category by e-mailing [add a mailbox].]



	PART 2:  VENDOR SPECIFIC QUESTIONS

	Key Points and Objectives: 
· Gather information about the Supplier’s strategy, practices, and policies as it pertains to the Supplier AI Products and Services. 



	#
	Question
	Yes/No
	Explanatory Comments 

	1. 
	Were the AI Components originally created/developed by the Supplier? If “no,” provide brief explanation on their creation/development.
	
	

	2. 
	Are the AI Components dependent upon any third-party AI System for its function and/or operation? If “yes,” provide brief explanation and identify the third party.
	
	

	3. 
	Is Supplier the only owner of the AI System and AI Components? If “no”, provide brief explanation and identify the other owner(s). If Supplier is not the only owner but has the rights to use the AI System and AI Components, provide a brief overview of Supplier’s rights to use.
	
	

	4. 
	Please describe Supplier’s process for training the AI Components to date (for example, what Pre-Training Data has Supplier used, what is the quality and relevance of the Pre-Training Data)[footnoteRef:3]?   If Supplier has any formal policies or procedures regarding auditing the training process please provide copies. [3:  NTD:  Later questions will address validation and bias and so there is no need to respond here.] 

	
	

	5. 
	How does Supplier ensure it has rights to use the Pre-Training Data?
	
	

	6. 
	If Pre-Training data contained personal data, please identify the controller and describe the legal basis of processing. 
	
	

	7. 
	Please describe the source of the Pre-Training Data used to train, test or run the AI Components (i.e., is it Supplier’s data or a third-party’s data). If the Pre-Training Data is third-party data, please indicate if such third party is either (a) another customer of Supplier or (b) a competitor of Customer.
	
	

	8. 
	Will Customer Data be used to train the AI Components? If “yes”, provide a brief explanation.
	
	

	9. 
	How will the Customer Data be transmitted or loaded to train or use the AI Components (e.g., via a secure API) and is the process secure/encrypted? Please briefly explain.
	
	

	10. 
	In what environment is the Customer Data stored/retained and processed (e.g., is it a secure environment dedicated for use only by Customer users) and is the environment secure/encrypted? Please briefly explain.
	
	

	11. 
	Was the AI System trained on personal data? If “yes”, provide a copy of the notice provided to the data subjects prior to collecting the personal data of the data subjects and the consent language for any consents received from individuals to use their personal data. If different rules have been applied based on the jurisdiction, explain the approach for each jurisdiction separately.

Please explain the process for when the data subject exercises their right to have their data deleted.
	
	

	12. 
	Does the Supplier need the right to retain Customer Data? If so, please specify the nature of the Customer Data to be retained and the purpose and duration of retention.
	
	

	13. 
	Will Customer retain ownership rights to the Inputs? If “no”, explain.
	
	

	14. 
	Will Customer own or have exclusive rights to the Outputs? If “no”, explain.
	
	

	15. 
	Will Customer own or have exclusive rights to the Trained Customer Model? If “no”, explain.
	
	

	16. 
	Is the Trained Customer Model transferable to Customer at any time to be used independent of the Supplier?
	
	

	17. 
	What happens to the Customer Data if Customer ceases to use the Supplier AI Products and Services (e.g., is it permanently deleted or purged)?
	
	

	18. 
	Please describe and provide documentation showing the technical, programmatic, or other safeguards that are implemented to prohibit inappropriate uses of the AI System or use by untrained audiences.
	
	

	19. 
	Please describe Supplier’s validation process to review and verify the quality of the Pre-Training Data and the effectiveness and accuracy of the Outputs, including any performance indicators, metrics and reporting.
	
	

	20. 
	Does Supplier undertake periodic validations of the AI System?  Please explain whether such validations are conducted by Supplier or an independent third party.
	
	

	21. 
	Please describe Supplier’s policies, protocols, and procedures for identifying and mitigating bias in AI System, including, if applicable, implicit racial and gender bias.
	
	

	22. 
	Does Supplier’s validation processes specifically check for potential bias in the Pre-Training Data, AI System and AI Components, and Outputs?
	
	

	23. 
	Please describe how the AI Components process the Inputs and generate the Outputs.
	
	

	24. 
	Can Supplier identify the Inputs, Pre-Training Data and Customer Data that impact the Outputs?  If “yes”, provide an overview.  If “no”, please state why not.
	
	

	25. 
	Please describe the mechanisms that Supplier employs to ensure transparency for AI Component generation of Outputs?
	
	

	26. 
	Please describe in non-technical, lay person language (i) the AI Component and Output as it is currently presented to users, (ii) all known and suspected limitations of the AI Components, and (iii) limitations of the Pre-Training Data.
	
	

	27. 
	What audit/review rights will Customer have with respect to the AI Components (e.g., to validate for purposes of the above)?
	
	

	28. 
	Please provide an overview of the steps being taken for quality and life cycle management of the Supplier AI Products and Services, including the frequency of maintenance and assessment steps and documentation of them.
	
	

	29. 
	Please specify if recommendations from the AI Components are reviewed by a human prior to execution of the recommendations, and if so, when and how.  For example, does a human review the recommendations from the AI Components that impact individual rights (safety, employment, health/medical, manufacturing quality processes)?
	
	






	PART 3:  REVIEW SECTION – For use by the Reviewer Only

	Key Points and Objectives: Reviewer to assess responses and recommend T&Cs to be used.




	Date of Review:
	Reviewed By:

	Comments:

	Risk
	☐ Low 
☐ Medium
☐ High


	T&C’s that must be used:
	☐ Low Risk T&Cs
☐ Medium Risk T&Cs
☐ High Risk T&Cs


	Approved
	☐ Yes
☐ No
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